
Recap
Earlier
Linear system : Y

=

AxtBu
, y =

Cx+Du

Input : ult)= est ( complex -XA)) .

Steady-state output : yssH)=-A)-] nIt)
transfer function

Last lecture

For an ODE with output y and input ofthe form

+at --- aa

= boda + bit---ban
the trunsfer function is

Gist --sete
S"+ aig-

· Poles of C = roofs of aCs) =0
· zeros of G = roots of b(s) =0
Il 11

· poles of G = eigenvales of A

Today : PID controllers
.

Relevant parts from the book : Section 10 . 1 (Basic Control Fractions)



Proportional-integral - derivative (PID) control

Recall the control structure from the previous time
we used integral action .
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Now
,
we will work with transfer function representation

of the system and controller .

Additionally ,
we will extend the controller structure

.
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Proportional-integral - derivative (PID) control
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elt) = r(t)-y(t) : error signal.
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proportional integral derivative

Transfer function from e to 0 :

C(s) = kp + ki 5 + kaS



Another interpretation of P ,
I and D terms

proportional
integral devinative

· Proportional sat depends on the instantenousI
error value .

· Integral part is based onthe integral of
the errer upto time to

·

DerrativepartofMontes an estimatis
error

.



Closed-loop transfer function with a PID controller .

CCS) : controller transferI function .
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The transfer function from to
y :

Gry(s) =
As)
HP(s)C(s) .

· Also
,
recall that the steady-state gain for a stable

system modeled by a transfer function H(s)
under step inpot iS H(0) .



First
,
consider pore troportional feedback (i . e.,

ki = 0 and k = 0)
.

The steady-state output due to a out step-
reference input is equal to

yes = Gry0) - 1 =
)

It ((0) P(0)

((s) = kp => ((0) = kp

Yo =
a

One can adjust kp to make yes as close to

I as possible



Example (with P-term only

p(s)= -41)3
step response , y control input , U

(kp=5)

C

(kp=2) ~kp
=5)

~(kp=2)
(hp=1) -(kp= 1)

Increase kp :

· Reduces the steady-state error

· But
, also introduces (larger) oscillations and overshoot .



Introduce integral feedback C(s)=kp + kits

Gryls- Pa)
-(i)PKC1=hestk

s +D(s) Clpstla) 5

The steady-state output due to wit step reference
inpoti

Gry(0) = Is=
· Perfect reference tracking
· Independent from the plant parameters .

Recall : This is an important result . But , it is not-
news for US .

We already had seen this

fact .
we just devived in a different

way now .



Example (with P and I terms)

Same plant as before . Fixed kp=2 . Vary ki .

step response,y
control input

(ki= 0 .5)

X(ki=1)
(Ki=0 .2)

(ki= 0)

↑
increasing ki .

· zewo hi > non-zero steady-state error ·kin
· Nonzero hi zero steady-state error
· As ki increases

,
the approach to the steady-state ly-state

outpot is faster .
· As ki increases

,
the system becomes more teady-state

oscillatory .

·he approach
ste valut is

S

faster

· as ki increases, the system
becomes more obcriatory .



Another useful property of integral action :
disturbance attenuation
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Assume r =O and ↓ is onit step disturbance .

Only integral action : <(s) = kils
.

GayIs-c) - i

GayC0) = oh =

8
perfect distorbance

rejection at

steady-s Rate .



let us now add the derivative ferm :

CCs) = kp + hits + kas .

Check the response under unit Step reference v :

step response ,y
Fixed :

~ka = 0 kp =2 .5

ki = 1
.
5

wha: /

=

With
increasing ky, the closed-loop system becomes

move red
.damy



Example (effect of the led-term)

Let the reference be r=0
. We will analyze

the free response of the closed-loop system

Open-loop system :

i + x , y + xzy = 4

Derivative control :

u = kxi = k(r -y) = - kxy

Closed-loop system : i + (, +ka) Y + x2 y = 0 .

↳2 : unchanged > Wn : unchanged .

choose be to increase x ,
+k = 28 wn

.



1. Let P (s) be the transfer function for a stable, second-order linear system, and
consider the feedback interconnection below, where Ci(s) is the transfer function
for a controller.

Ci(s) P (s)- - - k -?
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Consider four di↵erent controllers given by the following transfer functions:

• C1(s) = 1

• C2(s) = 2

• C3(s) = 1 + 1
s

• C4(s) = 1 + 1
s + s

The figure below shows the unit step responses (Y1, . . . , Y4) from r to y for the
closed-loop system with these four di↵erent controllers. Match C1, . . . , C4 to
Y1, . . . , Y4. Show the matching in the table in the next page, and briefly explain
your reasoning.
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Controller Response
C1

C2

C3

C4

.

3

44

Y3

Y
Y2

* Y3 and Y4 have steady-state errors .

Hence they are for proportional-only
controllers .

Ys has smaller error;

therefore
,
it's for the larger gain .

* Y has more oscillations than Yz
.

Hence , Ye includes the derivative

term
,


